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Abstract—A novel, computationally simple method of hiding 
any message in the stream of random bits by using a secret key is 
presented together with a hardware-based true random number 
generator. The source of entropy in this generator is the random 
emission of low-energy electrons from the nuclear decay of the 63Ni 
isotope. 
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I. INTRODUCTION 

The method described in this paper can be labeled Bury 
Among Random Numbers (BARN). It can be also called a nee-
dle in the haystack search problem for decryption. The idea of 
this type of encryption is similar to spreading information be-
tween channels as originally patented by the actress Hedy La-
marr [1] and is nowadays used in WiFi and Bluetooth networks. 
Unlike present cipher standards e.g., AES [2], the method re-
quires very low computational resources and perfectly fits appli-
cations in Internet-of-Things devices. In principle, any source of 
a stream of random bits can be used in BARN. In this paper, we 
utilized a true random number generator (TRNG) using nuclear 
decay as the entropy source that has been developed in-house, 
and its prototypes tested extensively. In Section II the encryption 
method is presented. Section III describes our TRNG. Encryp-
tion and decryption examples are shown in Section IV. Section 
V summarizes the paper and outlines the future directions of the 
works. 

II. ENCRYPTION METHOD 

A. The idea of a Combination of Steganography and Encryp-
tion with a Secret Key 

The BARN algorithm combines the steganographic (stegano 
{Greek} concealed, covered) method [3] of concealing data in-
side a truly random string of bits and a cryptographic (crypto 
{Greek} hidden, secret) key [4], [5] that allows random distribu-
tion of data, essentially creating a symmetrical stream cipher. 

B. BARN Algorithms 

Definitions: 

message: a stream of bits to be encoded, e.g., a text file mes-
sage.txt with ASCII-encoded text. 

carrier: a stream of random bits where some bits will be re-
placed by message bits. 

key table: an array of integers indicating which bits of the 
carrier will be replaced by message bits. 

key: a stream of bits used to generate the entries in the key 
table 

encoded message: a stream of bits in which some bits of the 
carrier were replaced by message bits. 

decrypted message: decrypted stream of bits. 

BARN encoder - step 1: generation of the key table: 

1. Get secret key k from a file key, externally via a network, or 
from a keyboard entry 

For example, Diffie-Hellman [4], [5] key k nego-
tiated with the other party can be used - for the 
public-domain Curve25519 algorithm [6] one gets 
a 256-bit key. A stream of random bits generated 
by a TRNG negotiated with the other party can 
also be used. 

2. Convert the key k into a set of m non-zero integers from the 
range {1, …, 7}: 

On average there will be m=INT(256/3*(1−1/8)) 
or 74 non-zero integers. 

a. discard the least significant bit of key k, 

b. take consecutive 3 bits from the key k, 

c. if all 3 bits are equal to zero, then discard this group, oth-
erwise convert them into kj entry in the key table, 

d. repeat b. and c. until all bits of key k are used. 

Note that the method of generation of the key table 
described above is not the only possible one, other 
algorithms can be used as well. 

BARN encoder - step 2: encoding 

3. Read the carrier: a stream of random bits from a file or 
RNG directly: 

a. insert the first (least significant) bit of the message in-
stead of the bit k1 of the carrier. 

b. insert the second bit of the message instead of the bit 
k1+k2 of the carrier. 
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c. repeat inserting bits of the message into the carrier as 
a bit number k1+k2+…+kj where j ∈ {1, m} until all bits 
of the message are inserted. 

d. if the number of bits in the message is larger than m, then 
reuse the kj set of numbers repeatedly starting again with 
k1, k2, etc. until the whole message is inserted into a ran-
dom stream of bits. 

e. if ki was the last key table entry used to encrypt the mes-
sage, then add ki+1 − 1 random bits at the end of the en-
crypted message. 

4. Save the encrypted message into a binary file encrypted.bin. 

BARN decoder - step 1: retrieval of the key table 

1. Get key k from a file key, externally via a network, or from 
a keyboard entry 

2. To retrieve the key table, repeat points 1 and 2 of step 1 of 
the BARN encoder algorithm. 

BARN decoder - step 2: decoding 

3. Read contents of binary file encrypted.bin into memory and 
proceed as follows: 

a. use the bit k1 of this file as the least significant bit of the 
decrypted text, storing it in the memory as a binary string 
decrypted message 

b. use bit k1+k2 of the file encrypted.bin as the second least 
significant bit of the decrypted text, and add it to previ-
ously created binary string decrypted message 

c. repeat reading bit number k1+k2+…+kj where j ∈ {1, m} 
until all bits of the message are decrypted and stored into 
binary string decrypted message 

d. if the number of bits in the encrypted message is larger 
than m i.e., there are more bits left in the file en-
crypted.bin after the whole set of kj numbers were ex-
hausted, then reuse the kj set of numbers repeatedly 
starting again with k1, k2, etc. until all bits of the message 
are decrypted 

4. Store the decrypted message in an ASCII text file de-
crypted.txt. 

III. TRUE RANDOM NUMBER GENERATOR 

A. Method of Generation of Random Numbers 

One could use pseudo-RNG (algorithmic) in the BARN 
method but such use would be prone to easier breaking by the 
analysis of a pattern of bits. Several true random number gener-
ators based on various physical effects were proposed [7 − 13]. 
We build a prototype RNG device [14] based on a purely quan-
tum effect: random emission of low energy electrons during nu-
clear beta decay. Entropy is extracted [15] via comparisons of 
time differences between two pairs of beta decays recorded by 
the device [16]. 

The source of randomness in our TRNG is a thin piece of 
a 63Ni foil coupled with a detector of low-energy electrons. Elec-
trons are emitted randomly in space and time. Each electron that 
hits the detector produces a current pulse, which is amplified and 

shaped to facilitate measurement of its time of arrival at the de-
tector. A time-to-digital converter registers the time of an elec-
tron hit and stores this time in local memory. A logic circuit 
compares time differences between hits of two consecutive pairs 
of electrons. “1” bit is generated if the first time is longer than 
the second one, and “0” otherwise (Fig. 1). This convention can 
of course be reversed as well or used intermittently. Thus, for 
each random bit, four consecutive pulses are used. The random 
bits generated are stored in a local register and become available 
to a computer via a USB interface. 

 

Fig. 1. Method of generation of random bits by comparison of two-time inter-
vals: t1, t2, t3, t4 – times of electron hits. 

 

Fig. 2. Block diagram of the TRNG: a − metal case with 63Ni foil and electron 
detector, b − amplifier and shaper, c − time-to-digital converter, d − generator 
of random bits, e − USB interface 

B. 63Ni as a source of randomness 

The 63Ni radioactive isotope is a perfect source of entropy. 
Its nuclear decay is the pure beta: 𝑁𝑖 → 𝐶𝑢 𝑒 𝜈  
i.e., emitted are low-energy electrons and anti-neutrinos; neutri-
nos practically do not interact with anything. The maximum en-
ergy of electrons is 67 keV, and the mean energy is 17 keV. The 
half-life of 63Ni is about 98.7 years. Electron emission is random 
in time and space and is not affected by temperature, pressure, 
electric and magnetic fields, etc. 

C. Radiation safety 

The maximum range of 70 keV electrons in copper is about 
13 m, hence no radiation can be detected outside the metal case 
with an electron detector and nickel. Moreover, 70 keV electrons 
do not penetrate the epidermis - the outer dead layer of human 
skin. Even if the tiny piece of radioactive nickel foil were swal-
lowed - a highly unlike event - it would not make any harm. The 
radiation dose absorbed would be about 0.75 mSv/year while the 
annual safe limit of intake is 0.5 Sv. The generator with a 63Ni 
radioactive isotope is safe in manufacturing, use, and recycling. 

D. Detectors of low-energy electrons 

Two kinds of semiconductor diodes can be used for the de-
tection of low-energy electrons: PIN diodes and SPAD diodes. 
Both types of diodes are well known as photon detectors but they 
can detect electrons as well. Both types of diodes have their ad-
vantages and drawbacks. PIN diodes as electron detectors are 
reverse-biased and produce current pulses when hit by electrons. 

63Ni AS TDC RBG USB
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SPAD diodes work in the so-called “Geiger regime”: they are 
reverse biased by a voltage slightly higher than their avalanche 
breakdown voltage [17]. Electron hit initiates avalanche break-
down current. This current is much stronger that the current 
pulse in a PIN diode. As a result, SPAD diodes have much 
higher sensitivity [18]. Their drawback is that a special circuit 
must quench the avalanche current after the electron hit. More-
over, these diodes tend to produce spontaneous breakdown 
events that must be distinguished from those produced by elec-
tron hits (filtering). The bias voltage value (typically about 20 
V) is critical for reducing the spontaneous breakdowns to a min-
imum and at the same time maintaining high sensitivity to elec-
trons. 

E. Experimental generators 

We tested both types of detectors. Two “proof of concept” 
generators have been developed. In the Institute of Microelec-
tronics and Photonics (IMiF) in Warsaw, a PIN diode for our 
application has been designed. A batch of these diodes has been 
made and encapsulated in metal cases together with 63Ni foil, 
and complete generators have been built in IMiF (Fig. 3). 

 

Fig. 3. TRNG with PIN diode (in red circle) 

SPAD diodes with quenching circuits (delivered as complete 
modules by X-FAB silicon foundry) were used by ChipCraft 
company. These were also developed into complete generators 
(Fig. 4). 

 

Fig. 4. TRNG with SPAD diode and quenching circuit module (in red oval) 

F. Testing and Practical Application 

Streams of random bits uploaded to computers, up to 
5,000,000 bits long, were extensively tested with NIST [19] and 
ENT [20] batteries of tests and passed them all positively, i.e., 

generated sequences of random bits were truly random. These 
streams were used in testing the encryption and decryption of 
text files of various lengths. To this end, two applications, BARN 
Writer and BARN Reader, have been developed to test the 
BARN process on the real data. 

IV. EXAMPLES AND DISCUSSION 

An example of a short 10-bit message (number 711 in bi-
nary; not converted from ASCII as this would require 24 bits and 
in the following examples it would be very hard to guess some 
decoding keys, see discussion below), simple, quaternary key ta-
ble k = {1, 3, 2, 1}, and 21 bits of random number stream (of 
which 19 are only used) is presented in Figures 5, 6, and 7 to 
numerically illustrate the BARN algorithm. 

 
Fig. 5. Stream of random bits 

 
Fig. 6. 10-bit message 

 

Fig. 7. Random stream of bits with an embedded message 

The example above shows that for keys limited to integers 1, 
2, and 3 (mean 2), the encrypted message is about 2x longer than 
the message. This can be a useful encryption method for long 
messages e.g., for encryption of speech or video. From a secret 
key of 256 bits, one can obtain 128 numbers in the range be-
tween 1 and 3 with an average of 32 zeroes thus getting on av-
erage 96 entries for the key table. When all 7 integers in the key 
table are used (mean 4), on average the encrypted message file 
will be 4x longer than the message but it will be much harder to 
decrypt (many more combinations possible). For example, when 
7 objects are combined in a sample of size 74 then the number 
of permutations with repetitions is 774 > 2207. For the simplified 
model of the limited number of integers used in the example 
above, there are 396 permutations with repetitions of 3 integers 
on 96 positions, which is a number larger than 2152. The above 
considerations lead us indirectly to the so-called knapsack prob-
lem, which is known (cf. [21] and [22]) to be NP-complete [23]. 
Big numbers of possible permutations suggest that the BARN 
method can be also NP-complete but we are not able to make 
rigorous proof yet. We did run the very same randomness tests 
[19] and [20] on encrypted files that were also used to test our 
RNGs. They mostly show not-so-good randomness of the en-
coded messages. Some tests cannot be effectively run on short-
bit streams (shorter than at least 1M bits). However, these results 
do not mean that statistical tests can help to decode the cipher. 
On the contrary, these tests only point out that the whole string 
of bits is statistically less random after encryption but they can-
not pinpoint which particular bits contribute to this non-random-
ness. 

bits

bit#
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 …

0 0 0 1 1 0 1 0 0 0 0 0 1 0 1 1 1 0 1 0 0 …

1 2 3 4 5 6 7 8 9 10

1 1 1 0 0 0 1 1 0 1
bits

bit#

bits

bit#

shift

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 1 1 1 1

1 3 2 1 1 3 2 1 1 3
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The very first, brute force guess of a key table that satisfies 
the BARN algorithm in the above-simplified example is {1, 1, 
1, 1} - it converts all bits of the stream with an encrypted mes-
sage into the number 503865. Another example of a decryption 
with a guessed key table of {2, 1, 2, 1} produces a result of 3340, 
which is also plausible but not related to the original message at 
all. 

 

Fig. 8. Decryption with a guessed key {2, 1, 2, 1} 

While decrypting longer streams of bits, the number of plau-
sible solutions becomes enormous and thus very effectively 
helps to hide the true message that was encrypted. 

V. CONCLUSIONS 

We have shown that a very simple combination of steganog-
raphy and cryptography with the use of a stream of true random 
numbers is producing a robust stream cipher method. We are 
planning to develop an encryption engine: an integrated circuit, 
which will combine both our TRNG and our BARN encryption 
method. 
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